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~~ Comparison of Difforcnt Modes of Representation of Multivariable Systems .

*;Kumpnti s. Narendn and Ly\e e.‘ McBrlde. Jr.,
i":j"-.;Gordon McKsy Laboretory. Hsrvnrd Universlty

Cambrldge. Mlllachu.on. ‘,f A B

B A multlvariahle eystem may be conveniently represented elther by a ma-

o 'trix of transfer tunctions or by a set of nrst-order dmerontial equatione. The - S

o 'mode of representation depends on the nature of the problem and the conetraints

b :lnvolved The‘peper—deale with the relative merits of scveral methods as well

s 'ﬁ-};( ,"-'

-as thclr lnherent limitationsA Concepts such as "controllability."”"observabmty.

o *"’structure" and "intcraction” which are pecullar to multivariahle eystems are R

vexamined to form a basis for the comparison

L Introduction -‘\_~_["i_”

The extension of single-—vanable control theory to lmear systems having

G rf-several mputs and outputs by defmmg suztable mput and output vectors and trans- ‘

= ;/f'fer matnces has been consxdered by many authors. Such matnces. defming the .

. over- all charactensncg °f the system, are 10gxcal extensions of famxhar fre- I

" _quency domam methods used m the case of smgledva.nable systems

‘ The madequacy oi the transfer matnx approach to defme completely even "

i 1the termmal behavxor under certam condltlons ‘was pomted out by Freeman[l]




'”;:‘vflubnvutem lnterconnectlono to achleve the aame termlnal behavior. ; ':‘ )

= ?,:,ﬂ*;f'rev V'ms such as "controllablllty" and "oboervabillty" have been deﬂned ln thll e

o ”'f":,f“fcontoxt to descrlbe pertlnent characterlstlcs. _V:; '
| "obuervabllity, " etc , are pecullar to multlvarlable systeme and the aim of the .

| "_'and limitations of the two methods At thla tlme. when the ayntheah of multl-

o ‘?;_"-.;,mezhods of representatxon and the problems to which cach is bm sulted wlll

RS aponso and stabxltty cntena, pole zero, root locus and compensatxon methods. .

' 4, _V":along thh many other techmques, have made possxble the analytic desngn of -

il even extremely complex controls for dynamtc systems

o ‘:f‘.iidescrxbes a rcal physxcal system under certam condxttons of operatlon Among

:.;».k*‘:the condxtxons whtch must be fulﬁlled 1£ the transfer functxon representatlon 15

_..__'vi_‘";_.tnnd Meearovtc [Z] The latter used the concept of structure to develop dlfferent v', o
More recently. in the ltudy of optlmal control interest hao lhlfted to the‘: o
. j‘»'tlme domain. and the stato vector method involvlng a net of ﬁrst-order dlﬂ'eren.’

» “tlal equatlons has been used lor the representatlon of the multivarlable .yntem.

The varlous concepts ouch as "atructure. " "lnteractlon."' "controllahlltty. ; i
. paper la to indlcate the relation between theae concepta as well ac the advantageo o
_-_varlable systems ls otxll ln lts lnfancy. lt is t'elt that a dlscunlon of the varlous

| ',_“:l'acllitate further work ln the Ilcld

| 11, 'Methodvs"oervepres'entation’ o " e B R v_ .
o ,.-x'.“ The ’rransfer Matrix Approach to Multwariable Syatems g |
Over the last quarter century a constderable body of knowledge about  'v .‘

: fﬂ-‘lmear control systems has been buxlt up Frequency response, transient re- PR

- o . :
These tools are based on the concept of a transfer t’unctxon whtch unlquely

.”

: "'~to be accurate are the followmg




(l) 'l'he systom must be approxlmately llnear around lts peratlng polnt

T ‘,lo that lt can be de-crlbed by a llnear. statlonary dlfferentlal equatlon tran--.

| ‘.llformable lnto an algebralc equatlon ln the Laplace tranuform varlable l._;

(2) Tho system must be operaled ln uuch a mannor that a llgnal enters B

S _‘vthe syetem or a subsystam at a prescrlbed lnput termlnal, and loaves only at g

| the output"’ lnformatlon passos through the systom in only one dlreetlon, and a

“‘k".’llngle transfer functlon descrlbes a elng'e-lnput. slngle-output system. DR

(3) Only problems ln whlch all lnltial condltlons are zero or of no lm- ¥

e ':portance (as ln steady-state behavlor) can be treated by the transfer functlon
:method" in derlvlng the transfer functlon all informatlon about the effect of |

,‘ :lnltlal condltions whlch is lnherent ln the differcntfal equation is discarded .

,‘ _(Thls does not imply that the Laplace transform equivalent of a differential equa-' ‘
Vtion contains less lnformation than the equation ltself it ls only ln obtalnlng the

"Vtransfer function hat the terms represcnting the effect of inltlal condltxons are o

' dropped )

Transfer function techmques have been extended to systems having mul-

: :_ tiple mputs and outputs by defmxng suxtable mput and output vectors and transfer S

B imatrtces Such matrxces have been used m determtmng the stabxhty of multx-."ﬁ :

:j"j{ \vartable systems. ln desngmng controllers to achteve desxred dynamxc perform-'ff".v'_‘ .

i ance and in specxfymg the condxtxons under whxch a desxred transfer character-

o 'lstxc is reahzable

The basxs oi thls extensmn is to defme a vector X(s) con51st1ng of the '4

}_':Laplace transforms of all the mput vartables m a gwen order, a: vector Y(s)

,jconsxstmg of the transforms of a.ll the output varxables s1rmlarly ordered a.nd

_,’:"a transfer matrxx A(s) such tha.t the matnx equa.txon

Y;




= *;t‘(q .

g “'l?x ,"i- As o , :,.'

o ?lu valld (‘or arbltrary input tunctlon combinauonn. g

e v e oy o —] : }

Thxs combmatxon of smgle-vanable subsystems :s now a multwanable ‘
b.”‘»'k'k;system whxch obeys Eq 1. Ii any combmatlon of mput funcuons x (s) 15 gwen,

»;~the resultmg outputs ¥i (s) can be found from thxs equatxon, \ smce a '3 are flxed

] [ I SCEERRR G

A uystem rcprcumcd by a transfer matrlx A may be consldered to be a‘v"'f‘i;{;'? e




iji:"'chnracterinticn ot' tho lyntom. } u the x 'l are tho oniy variables direetly affected

e f\ ibY asenciea outlide the lYltem. and the Yl'l are ‘the oniy variablen oburved, the e

"matrix A contains the lamo information about the muitivariabie system al the R
;'vftrnnn!’or funetion doos i‘or a singie-vnrinbio system. s o

Howovor, the muitivnriabie lystem is tound to poueu properties of in-'v“""

. 5_5'v“fjjtereit which do not exist in a uingle-variable syntem Some of these have been -
8 ;‘ff;discuued in the literature under the namca oi interactions, interreiationn and
i intercoupiing ‘ | | | | o

(1) Input interaction This quality. which may be roughiy deiined as the

: extent to whicl. aii inputa aii‘ect aii outputa. is a tunction of the conventional L
"”“‘transier matrix A oniy Compiete input non- interaction is defined by Boksenbom |
o fiand Hood [3] as the conversion of the n- input. -output muitivariabie system into.: "
o ‘“',-n singie-variabie systems° in other words. in a non interacting system each o
"Vvinput at‘t’ects one and oniy one output Non-interaction is demonstrated in the
,‘matrix rcpresentatton by a diagonal A matrix (or more gcneraliy. one in which

o each row and coiumn contains oniy one non zero component)

(2) Output interactton This property of multwariable systems has been N
e X dtacussed from various points of v:ew, usually with a desire to elimmate lt as 5
L ,"far aa possible Output non-interactxon is rct'erred to by Freeman [l] as.' "inde-”.“‘f" -
pendent output restoratton. " and is dcscnbed in terms ot the reactxon of tha sys-

:'tem to a non- zero mtttal condttton at output y when all inputs are 1dent1cally

' ""f'__.l.;Zero and all other outputs are 1nittally zero It under such condittons the dts-" 1 |

R f;turbance foliowmg the "turnmg on of pOWer" in the system is conftned to output

.y the system is conmdered non- mteractmg thh respect to that output

Mesarovtc [2] det'mes a stmtlar property callud "tnterrelatton" 'or "tn- :

;teract_xon, ," as the reactxon at other outputs to an external dtsturbance appi d to e

~ output variabie y |



.f.rBecauu of conditlone (Z) and (3) whtch Hmlt the traneler lunctlon to Pl‘ob,_

'leme tnvolvlng unldtrectlonal slgnal ﬂow ln the Abunce of tnttlal condltlonl. Eq. T "

: l does not contaln any tnt‘ormatlon about the reaction ol the lystem to elther a L

| jﬂdhturbance at the output ora non zero lnltlal eondltton.: To speclfy output ln-'

: teraction. therefore, addltlonal lnformatlon not contatned ln the tranefer matrix o

i"‘,'-'le neeeuary. -

(3) Ouput dependence. Thh term le lntended to deeerlbe the charaeter-f {

| ;p"‘t::tetie called "lnterrelatlone baud on External Changeo of the Syetem" ln reference o

"*j[Z] It deecrlben the poaeibmty of obtatnlng any lndependent eet of deetred output R

N f.functione by suitable mantpulatlon of the lnput (unctlons lt sray therefore be

e sald that the outputs are independent i matrix A is non-aingulal‘ Whe“ "‘ = n. II

H m < n it ia apparent that at leant n- m outputs must be dependent on the others. o

',ﬁpjjln t'act, in general if the rank of A (the order of the higheet non-zero determinant o

: vin A) ts equal to n, the n outputs can be independently varied if the rank of

- -A + q = n, then q outputs can be expressed as t‘unctxons ot‘ the other n - Q- We , .
“could then det’tne the case where q= 0 as output tndependence. and all other caees

" as output dependence of the qth-order (Here output dependence ie equivalent to B

e .‘x‘:-"mﬁmte mtercouplmg” in reference [Z] )

' The extreme case of output mdependence is clearly the same as the case o

of mput non«znteractxon. the outputs are most xndependent (1f the superlatxve 1s ,

";",.';fpermxssxble here) when each depends only ona smgle mput

b "Structure" of a Multwanable System

The mabxltty of the transfer matrxx A to resolve the questxon of output o

S {mteractmn led the authors of refe rences [l] and [2] to mtroduce the concept of

' "]_,,structure R

: ;: ?.Mesarovtc [2] defme “canomcal structures“ whtch are SpelelC ways of. sub-

Although thetr pomts of v1ew dtffe. shghtly, ; both Freeman [1] a.nd e



: k%f,:-&'ki:dtvidlng a multlvarlable eyatem lnto -inglo-lnput. linglo -output npboylteml dc-

i :-vlcrlbed by trnnster functlonl Flgure l. for oxample, rcprountl the "P-canon- =_

*"'.5‘"7':':?-::lcnl atructure" ot rofercncc [Z] varlouo other comblnatlom. callod V-canonlcal. :

_jH -cnnonlcnl and non- canonlcal -tructurei. nro lhown by Menrovlc to obey o
o Eq 1 equally woll. though the tranufer [unctlons ot the component llngle-var!ablo':'
o .ystems are no longer slmply tho componantl of the matrlx A | o
Ey A propor lntcrprotatlon ot‘ the structure h made to yield oome Informatlon"

"";;about the preoenco or abuence of output lnteraction'v lt lt lu auumed that all ol

L the blocko ol Flg. l nre ldeal llngle-varhble nystems whlch are cnpable of trano -“ 
e _fmitting lnformation in only one directlon. then a glance at the diagram lndicates
- .T'that no disturhance at Yl can be tranamltted to any other output “The P-cano’n‘l}cal‘

ltructure ls then said to be output non-lntcracting. -

The V-canomcal structure, on the other hand (e g 0 Fxg 2) is one m

: ff,»_,v'.whxch every output vartable mteracts thh every other A d:sturbance (or xm-ij_,’l-‘:
L _"':;txal condxtxon) at yl wxll obvxously be transmxtted to y?_ by way of the transfer R

R “rla‘v“jfunctxons of VZ and FZ Such a structure is descrxbed as "completely mter-l”‘.’»f

S 'actmg "




:“m““ ““ Of "Ncmre. or the subdlvlslon ol multlvulable 1ystems

“}'?lnto slngle -vnriable blocks. has nrhen ln connectlon wlth the concept (lee Sec -' T /

o y'iﬁ‘_litlon II c) of controllablllty. For example. Kalmsn [4] dlscunel the uncontrol- Q-

B :f‘:‘;lable lvstem shown ln Fls-_, 3v' SR

lf thls diagram ls lnterpreted as ropresentlng the state varlable equa_
"‘_tlons" - | : - | |
em et

' ‘_'r:»lt is apparcnt that dzkl - dlkz = -(d - d x ) and that the comblnatlon dZ l

e ’:31"2. represents an uncontrollable state vanable (one whxch cannot be altered

fregardless of the control applxed) On the other hand smce the system of Fig

L e

e _.;4 whxch xs 1dent1cal m transfer functxon has only one state vanable a.nd is com-‘ g

AT v*pletely controllable, an apparent association between structure and controlla- e

. '77:‘;:,‘-“‘,b"hty has been established lebert [5] gwes addittonal examples of structures »,

’whxch are not completely controllable, he a.lso emphaszzes the fact that the gy

' '-:’.',""‘transfer matrm does not necessanly mdxcate the correct oroer of the system B

| j“by drawmg structures of dxfferent orders whlch ha.ve the same transfer matrxx



Figure4 .

: 'l‘he State Vector Method

'l'he irequency domain approach using the concept oi‘ transier i‘unction. :

N :Vdescribed in the Preceding lectiono. has been ﬁ"d *ﬂ ‘hﬂ dﬂ“ﬁ" °f ¢°"“’°l 'Y""bj"v

- ‘ftems for over two decades. In spite oi its wide application the method ouiiers o

- :from several inherent iimitations. ’l‘he tenuous relstionship existing between .

o ;\frequency and transient responses oi‘ a system results in the designer having

""‘only qualitative ini’ormation about transient response. , Hence. when the trsn- L
N sient response is rigidly specit‘ied the frequency domain method is not usually
:suttsbie. The limitations oi’ the method also become obvious when dealing with ,

§ _non-:linear or time-varying systems.» When time responses are oi' interest. it

. "_“'is found that a dxrect investxgation of the behavxor of the dit‘i’erential equations

';_governing the system directly yxelds more pertment results This has resulted o

; m the "state vector approach" whe rein the dtfferentxal equations describing the PR

physxcal system are studxed and the system behavxor is controlled dtrectly in |

‘ the ttme domam.
I.n the state vector method the multwarxable system is represented by a R
'. ‘;'tSet of dxfferentxal equatxons of the form e e

- LG B it B R B dn b @)

x, (0) e

" ":n»}f:_oriinyector notetion‘ Sl el




x(o) i’ c IR

oTE

. ?Thc xj rcprcscnt "n" ‘itatc varlablcn whlch complololn— ’opcclfy tho utato of the

i o plant at nny lnstant ka(t) nre tho retcrcncu lnputs to tho uystum nnd le tha LT

: = oot e fv;_unintcntlonal dlsmubancu cntering thc uystcm Tho coordinnto synom wlth S ot

xl. "2 ' .f ER aa coordlnatos spans nn n- upncc whlch ls cnllcd 'he atnte space. o
"rfThe vcctor x whosc componcnts are xi, tho st:no varlablos, h cnncd the stata I
"'ector and tho curve traccd by the state VoClOl‘ wlth the pauaga ot tlma h _b ‘

known .'u a trajectory lt ia worthwhﬂo rcmemberlng that tho mathemntlcal

R ,:modcl (represented by Eq 3) h only an auumption. The simplmcatlon lntro-

R i-’_} g.duccd by the assump '

_fplc\tely d_ete r»mlncd

_1*lh'géﬁérdlthéiprobic‘

f‘..“".g.prob!cm of dctc rmlmng

o rcsponds as closcly as possiblc to somc dcaircd bchavxor
I we conﬂnc our attcntion to thc problcm of control of aystcms which
- are lmcar. thc dxffcrcntial cquanon of tho systcm mn.y be written as

mo Moxm+amum+an  7 o  ,_]@{

]where x andl—" are n dxmcns:onal vector Iunctxons A is an (n x n) matnx
S fk'-.ffuncnon and B an (n x r) matrix funcuon The vcry fzrst qucsuon that anses

¥ ,jm the analysns of such a systcm is whethcr or not thc state of the system can |

i
i
i
&
e

' -l.;‘"_‘.be c0ntrolled arbltranly by the apphcation of a suxtable control functxon U(t), :

i 311 e . whether a.ny state of the system can be dnven to any other desxred state, ,' E

"by suxtable control actxon Such a system has been defmed to be controllable '  iy Tl

» It 1s obvmus that in. genera controllahxhty 1s a prerequlstte to any type

;,‘,‘"of optxmal control

“he solutxon of Eq 4 represents the behavxor of the state of the system. g

nd' xs defmed by a set of functxons ‘c (t) Thus X(t) 1mp11es s " :




X(t ..t)-x

o ;and xj(t) are the components o! X(t) ln the nate lpaca. H the luncuono A(t). B(t)

) ,ff‘.n‘;,i“ﬂd U(t) are deﬂned tor all -oo < t < © and are bounded l‘or aach t, thc nolutlon g

- tO :

V‘ where'(t to) is the rincxpal matrixtolunon of

"-:and h‘ c‘alled the tranaition matrix of Eq 3 Inthe absence ofexternal dhturb- el

4,',‘:.‘anceu F(t). Eq 4 reducea to -
xw - dte X+ s B vmer
St

- and when ut) is a scalar to

RO

o xwesxafsenmm e @ |

(o]

-'where B(t) is an n dxmensxonal vector functxon A state (x ) at ume t may be S

o ‘.consxdered to be controllahle xf there exxsts a control U(t) whxch transfers the g

f_gsystem to the state X O a.t sorne tlme tl ,'




©OTRIS6

L 7) B(r) U{r) d7'holds for some U(t). The mathematical -

 sewexgafa
- thoory ol’ tho controllabmty of llnear dynamical lyncms ls dlncuued ln connld- .
e _‘}crable demll ln [6] and thc condmons for contronablmy o(‘ tlme -varylng and
S *x_’;’f‘constant oys(emu are derlved P S e | ' o
Conslderlng the cau when A and B ln Bq. 4 ara conatant, the lyatem h e

o fcompletely controllable H’ and only M the conotan: n x rn matrlx @ AB. AZB. i

A" -1 B} hau a rank "n » 'rm. enaures that the control tunct{on u(t) Opcrated”

5 Con by B apans inde -

the entlre sta:e space.

80 that each state variable may be

Pl :neccssary and sumci‘ent conditionoof controllability as well as’other mathematl- C
lcal concapts the reader is rcfcrrcd to reference [6] ) L
o Considering the time -invariant case the equation &eac nbing the vsystem e
.lsoftheform | o | | | | '
- _7 whenUis ai vector. and L : o R | | o PR |
= .'ji" wheo U 13 a scalar quannty | Smce by defmitxon of controllabxhty it is olear
'bl'that 1t is mvanant to any non- smgular hnear transformanon, if we defme o

XPY

Eq 10 becomes S AN ,
| Sy = PlAPY+P1BU oggo;j'f”jg;_ unTngF

v,\

_ ,;By the proper choxce of P .t is seen that the equatxon may be reduced to normal_'tx i Ly

a'}':form If 1n Eq 10 it 13 assumed that X is already m 1ts prmcxpal coordmates, s




: ;:‘ll ln ltl Jor <an canonlca! form. Auuming that the matrlx A hu "q" diatlnct : :‘ ,  '
elgonva!uci )‘l' Ces )‘q nnd an elgcnvalue )'q 0 of mumpllclty (n q). X- B

nd A ln Eq. ll may be expreued in the !'ollowing (orm
) S

L

The transition matrix is of tho form

q+l.n-19“ ‘ﬁ_ q+l n-g :

R 'For complete controllabxhty. f} (t)B should have "n" components whlch are line-

:k";‘_“‘larly mdependent and non zero over each posxtwe mterval oi tlme

The block dxagram representatxon of Eq 11 1s shown m Fxg Thxs i

5 Z'-_-m turn may be cxpressed m bloc:c dxagram form as shown in Fzg 6






j{ﬁms 56

q q+l.rn q

R g “~~ " }:'1. ks x and x which h oxpreucd by tho'fact that tho mntrlx :
/ {B. AB. Vi A" -1 B} should hnvo a rank "n - e

| Contro!labillty as dcﬂncd above lmplloo thnt by the lultabla appllcatlon
' ,,ol a control functlon U lhe utato varlables may be nffectod lndependently ln |
_‘fi»_umo 80 that lor oomc valuo ot "t" the varlablco x‘ may be mada to asiume a

,-I"speclﬂcd value. Prom the above dhcuulon it h clear that a system ot the

o ,.-(‘orm nhown ln Flg. 7a ls controllable while the one indicated ln Flg. 7b la not.

When the state vector representanon xs used for the descnption of a

~.f’v‘mu1twarlable system. the problem generally becomes the determinatxon of

“U(t) (sub_)ect to constramts on U a.nd X) to mxmmxze or maxxmxze a perform-

S ‘-.ance crltenon ’I‘he state vector X xs drwen from an mxtlal state X tq _a. SR
e {":_f":-{fmal iuced state Xf or more generally a varymg sta.te Z(t)

A second concept [4] whxch is of 1mportance whlle usmg the state vector 5

‘_":method is termed "observabthty and apphes to the sxtuat‘on when the state '




i Jf'“.vector- are not diroctly acceulblovbut h.we to be computed from thO 3"‘““"“

T _J'v,‘dag;,k In pnrtlculnr in thc Mnear cane if the output Y h -uch that lt- componentolfiﬁ L
» 'yt are llnear combinaﬁom of the uate varlablel we have o L |
.:“;_?t""where c h a px n matrix (’uncuon nnd Y h a p x l vector. The IY'“m “ P

T;1*’:.  :'-'-:“ot:merv:\ble" lt all the state varlables xi of the ntate vector can be determined fL:.l EREN

35 =_ 1-;be observlng Y over a ﬂnlte lnterval o( time. ' S Vo :
| ‘ Auumlng that tha aquations ot the uystem are expreuedln terms ot the .
: :“gprlnclpal coordlnatea and | e T o |

x.Axuw ST SR (16)

'7 L ,and if A has n distinct eigenvalues kl. : 2 '.; . )'n thc block dlagram '*rﬂép“xﬁ;e'_se‘ﬁgil‘

tion of the system ia as shown in Fig 8.

| Figures



N 'jf?fi 7 »‘ , een that each comooncnt v; pt the Vector V controla ‘the correlponding

. :':‘u;;; ,jltate | xl lt‘ tho lth row oi’ B containe only zero elcmentu. v s zero and xi ‘
}io uncontrollahle.~ Similariy, if the elemonta ol the jth column oi' c vanilh xj 5
| ‘if‘fic not ob-ervable. 'l‘hls doiinition is uuggosted in rei‘orence [5] b

For tho more complcx caae whon the system hae multlple charactcrio- “_v

:tic roots auch a cimple definitlon s not valid Duc to thc internal teedbaclt in

o f,the syutem. Flg. 5 variations ln xj may be observed by observing tho other

lﬂgtate variahles. Similarly, the uyutem may be completely controllable even i

'R

-'though a row ol’ the B matrix vanlahes

' l Relative Mcrits of Various Methods of Representatxon S

:-zThe Transi‘er Matrix Sl

The matrix A. wluch relates input and output variables in the frequency :‘f :
‘ -domain. is the aimplest and most dircct means oi’ applying tcchniquec developed
for cingle -variable cervomechanisma to the i‘ield oi‘ multivariahle cyatemo.

(l) Input non-interaction In addition to the problems of controller

: idexsign involving atahnlity. atcady state errora and similar properties of the i
-v,,component aubsystems (a number of whxch have been atudxed in the literature
by means oi’ the transt‘er matnx). the synthesxs oi’ a controlier to produce m- el
: put non interactxon i’rom an’ tntcractmg plant may be highiy desxrable in order‘ LR

b_ lto reduce the number of degrees of freedom of the dc-signer and stmplxi'y the

dynamic anaiysts. The requxremcnts for non- mteraction can be dtrectly and s

.’:;gene raliy obtamed from the matr:x A

o Lct us fu'st consxder a gwen mteractmg plant of known tra.nsfer ma-

”th‘_a forward ac v-ng

”tnx Ap' whicb is_g o be connected m cascade (Fxg 9) »

[ ~=controlier whose-transfer matrm is' A




pc

‘v“h"“ A A x . Y' = 'Ax. and A. the rciultlng ovar-all transfer function. L

*7'[1;u to be dlagonal The control elemenu are determined {rom

: l -l

The control elements acu can be determlned if Ap le non- singular.

L From Eqs. 17 and 18 it ie apparent that the ratioa of the elements ina given B :

| column of the matrix A are fixed by the condxtion that the total syetem be non- .

Y .-Tinteractmg (that A be dxagonal) However, the t'reedom to determine an arbl- :

e _»:trary transfer matnx A remains. as each column may be multxplied by an ', o

e arb;trary transfer functxon a.JJ

I.f control elements are all connected in the feedback path, the block

: - ‘.dlagram of Fxg 10 results. and E : o - - _
X+AY— " Y={(l-AA) AX=. C ‘

D

A S(-AA)A  A-A =




. .écii * %tk " —i—i R RN S IR L ‘_(29)

’ In thh cau. all ott diagonal olements of the controller are ﬁxed by tho non-"'
, "vlnteraction rcquirement, but the diagonal terma remaln free to establlsh any
; :desired diagonal transfer matrix A. He re both A and AP muat be non-singular.‘.
The rcquirements of non- singularity are not surprising B4 A were R

2singular it would indtcatc that one or moro of tho outputs is not independent

‘_i:(ia a constant functxon of tho other outputs. regardloss of the combination of . |
: ";_inputs applxed) It is clearly xmpossible, under these Condmons to make the o oF

v outputs vary mdependently by changmg the plant inputs H A were singular’ S

v '»*»v"{it would mdlcate that one output is alwa.ys zero (since A is dxagonal) Tbis xa

: :poss:.ble thh a feed-forwa.rd controller,‘ smce by a orop :"vlectton of the n

“f"'_"’jltnputs any number of outputs can be made zcro (xt’ Ap ts‘non-smgular) But the

Jf;ff'it_feedback controller would then only ha.ve n - l non zero mputs, and conaequentlyb'




R ‘;;,1, the answer is obvxousiy yz :_-O In the structure of Fxg ii" E

H
:
i
.
:

“. output couid contain oniy n - i independent i'unction- o( tho plant output. not

| 'enough to determine uniqueiy the lyltom outputu

Thun, in an n x n nyntem there alwaye romain n conditions. a(ter non-i o

" "'::f"intcrnction h.u beon attained which can be chosen to produce the deuired diago-
‘}A:nai tranaier matrix. ., 'rhe uro of a teodback controller hu the propeﬂy (thh
'."v"_v;'_‘may be advantageouS) thii ﬁ\ﬂ COMN"“ ¢°mP°“°"" d‘““mi““d by the condi-’
.v","_"‘tion oi non into raction are independent of the dynarnic characteristice chosen

” "’{"--.j'vffor the diagonai eiements of A. g

(b) ‘i’he iimitations of "utructure." 'rhe une oi' structure an a naceuaryvl

o _“property in the dei‘inition of a muitivariabie system was tirst suggeated in order e
o f’to provide information about output interaction. ii‘ a multwariabie syetem is |
S i“-reaiiy made up of idcai iaoiated unidirectionai singie-variable nystemo (aa

'the subdivided biock diagram impiies). then it is clcar that the system oi‘ Fig

i ia output non- interactmg whiie that of Fig Z is completeiy interacting

A dii‘ficuity may ariae. however. if we require quantitative mformation |

- 'about the interaction H aii inputs are identicaiiy zero (x = 0) and a known :

- dxsturbance yl(s) is apphcd what is the resultmg yz(s)? In the system of Fig

B Rt § B
222 —>(%




Or ln matrlx form (l - FV)Y '3 0. whlch ln ceneral hae only the trlvlal nolutlon /7

Ve :'l:;":{f‘ a requlrement for tunafor functlon rnpreuntatlon ln Sectlon ll linnﬁl ﬂ°‘” |

v’,}-:}of Flgl. 1 and ll only by tacltly dcl‘lnlng the reveru tranoler functlon of a o

_}block to be zero Ae long a- a glven block encounten lnput elgnale at only one i

”-"5'-‘_'-‘5‘fblock Fl encountere an lnput elgnal elmultaneously at both termlnale. yl at

“""'f”"unobservable) sYstems by means of a structure. or block dxagram of Ilrat‘ , e

- Yl (azl/a“) But ln the V-canonlcal ltructure ol‘ Flg Z whlle lt aeeml

,'cloar that yz(e) ;‘ 0. the only equatlonl at our dllponl (whon x ] 0) are i
o Yl 'Vzl 172. ' ‘2”

'l'he problemlln :dlrectly traceahle to condltlon (2) whlch was ntatecl as ot

'”muot be unldlrectlonal We have been able to vlolate thle condltlon in the case

;A,fof lto termlnall. thla auumptlon provldee a lolutlon. ln Flg. Z howeVer, | .l L

‘i'the output and YlelFZle at the lnput Clearly. no aolutlon la poulble ln |

",gthe general case, In order to obtain a meanlngful quantitative dencriptlon ol’ '
}output interactlon. a syatem deacrlptlon valld for bldlrectlonal algnal flow le : :

E ,;,‘:needed Such a representatlon is dxscuased ln the following eectlon Sn

A sxrmla.r dxfflculty arues in the representatlon of uncontrollable (or SRt

".*:"’_f,order transfer functlons As mentxoned in Sectxon II. an intuitive interpreta- o

' _jtlon of Fxg 3 results in the equatxon :

Consxder however, the network of Flg lZ whereu is the mput voltagc 5 :

mdxc ated




| ‘vcorresponding to the block diagram of Fig l3.which is almllar to that ot Fls. 3.

U tha component values are properly choun, the appncable equatlonn are

k‘“"" A T (za)

!+k+z=0

' f-;;y;ﬁ;where z = ;tl~ - "Z" If theae cquationa are tranalormed lnto thc frequency domaln.

““'_and all initlal condmons are sot cqual to zero. the rcaulting tranufer function

m 2 xzm = — u(s)




‘._,.m this cue. ‘however. the re are two lnltlal con ‘lt!on-. z(O) and t(O). whlch
wrfj‘cannot be brought to zoro by any cholco of u. o | | -
v From thll oxamplo lt can be -een that, bocause the transfer lunctlon ‘

i h valld only whcn nll lnmnl condltionu are :cro. nohher a transfcr {uncuon e

nor a block dlagram made up of tran-fer l‘unctlons can unlquoly npeclfy the -
yf'ile_;'f;-;,number ot lnmal condit!oni neceuary to deﬂne a general uolutlon to the sys;
. tem equaﬂom, and therefore nelther the tranufer matrlx nor the otmcture L
£ lcan lpecity the order of the system, ahhough the minlmum order can be com-v-“'-_v',_( ;

: '":puted from lhe transfer matrix “The statement of reterence [5] that uncontral -

S :iable or unobservable elements do not appear in the tran:fer matrix, applies L
;w*‘-».f‘eq“a“?' ‘0 lhe block dlagram or atructure ol‘ the syatem. | e ' :

In nhort, the structure or nubdwision lnto oingle—variable blocks of a

,'r,multlvariable systcm gives no more lnformation about the response of the ’Y"?i‘l Sl

”‘tem than does the transfer matrix This result is well knovm in the caae of

‘ single-variable systems | ' o . P :
The ltate vector, or differenual equation rcprcaentatxon. which de-‘
: ,scribes completely the eHect of imtxal condxtions. can be used to detcrmine

o ff\whether or not output mte racnon exists Since ¢i (t) is the response of x to o

; "_a umt imual condmon on xJ, complcte output non-mtcracnon in accordance
TR ,thh Freeman‘s deﬁmtxon corresponds to a dxagonal § matnx. xf ¢ (t) = 0 o

an imual condxnon in xJ has no effect on xi(t)

o thle output mteractxon of thxs type can be expressed in terms of the L
£ mteractxon 13 more generally mterpreted as the effect of an f,: “
fexternauy xmpozied change m one output vanable o' 'another output the state

, vector representatxon does not provxde adequate mformatmn




o .24. i

_A Multlvuriablo Sy tom ao a Gonorallzod Blectrlc Notw rk"v

Ono multlvurlnblo ayltom whlch hau boen ltudlod ln grent detall ll the

' 'i""olactr cgnotwork mudu up ol‘ conutant lmpednncal nnd ltntlonury voltnge sourcoo. .
,f.ln addltlon. by mennc ol olthor the lmpedanco analog or tho moblllty nnalog. o
iir":fmechnnlcal uystems can bo exproued ln torma ol oqulvalont notworki. Further- G ‘.

R *":-ﬁ{moro. a great many. ll not all. other typos ot llnoar. ototlonary nystoms are

l’*'y.fgov:yrned by the oame dlf!‘erentlal equatlons appllcable to notworks. thua a wlde o

' ,:varlety o!‘ oystemu, lncludlng all llnear olectromechanlcal lystems. can be e

(l) Inputs and outputs. 'I'o make a cannectlon between the reproaenta- f,_'_‘
| '.tlon ol‘ the precadlng sectlon and the network repreaentatlon. let us”conslder a :
‘v»'_.'j‘nystem whlch haa n lnputs xl .;l:.v‘f:_;fh and moutputs Yl . ym SRR, S
” - | In tho abovo dlscuaslon it waa» assumed that thc inputs xi‘are lndopendent
-:‘_;'v‘varlablca whlch may be manipulated for the purpose of alterlng the outputs Yl'k ~A - :i :
_lthe outputs are deﬂned as variublcs which cannot be dlrectly manipulated ex-‘ o
. ‘ternally. but in whose values we are lntorestcd lt is auumed that although
:other vartables exxst mslde the system they cannot be manlpulated or are not
i~:o£ mterest.{the rel'ore. thcy arc omltted 7 »
- If the system xs an elcctromechamcal eystemxthh nvtermmolsr (or rnore s
o zf'vproperly n ports) xt 13 apparent that two varmbles are present at each termmal

. t"‘;;For example. a slngle shaft is assocxatcd slmultaneously thh a posmon and a

' -‘:'r"torque. an electrxcal termmal stmxlarly has a voltage and a current Other

'H”fv:combmatlons of varxables may be chosen (velocxty and torque. voltage and pow-:i"

| urrents are completely determmed for a glven network In general no current '




G "ient. detormlned by tho network characterhtles snd by the n lndependent volt- _
" 'egos. Ot,‘course lt ls not necessary that the lndopendent vnrtahlee all be volt-
: ageg Ol’ al 1

= 'l'?ﬁl‘cd lndependent. wlth one restrlctlow the voltage and current at any one ter.b
-~ a eonlequence of the general etatement that voltage and current at any polnt are

= i'rcurront-voltage relationship on ono slde. the other ropresentlng a slmilar Te-

-'ition ol‘ n inputs and m outputs wtll mean that the system has n + m ports. and Sl

:’f‘”hence Z(n + m) termlnal variables We then are left thh m independent vari- o

e j‘»These correspond to, the conjugate varzables at the output and input terrninals

e _‘.Let us call the m mdependent vartables secondary mputs, and the n dependent 3

U ;:’»vartables secondary outputs :

?‘.,then sny that the n voltages are lndopendent varlables. meanlng that they sre

. ;_'_vdotormlnod by forccs outllde the notwork. the n currents must then be depend-

,urrents. any comblnatlon o( voltages and currente may be consld-; Sy

'T“.mlnal may not slmultaneouslg be both tndJendent or both dependent ‘I‘hls ls |

‘»detﬂmlncd by the slmultaneous solutlon of two equatlons. one representlng the L

f"};lation on the othor slde of the polnt. Nelther condltlons lnslde the network nor

. "those outslde c:m alono determlnc both current and voltage N

Il‘ we now consider thls network as a control system, we must classlfy o

o the lnputs and outputs as dependent or lndependent Cloarly the lnputs are ln- J
: dependent, slnce thoy are mampulated from the outslde. and the outputs are
- dependent, slnce they are to be controlled by the inputs Slnce, however, the ‘_i '

Vinputs are not generally found at the same torminals as the outputs (the selec-'. o

ables whtch are not inputs. and n dependent vartables whtch are not outputs

(2) The Kron tmpedance rmxed method A very general method of solu— :

: ’f‘l'tton of electrtc network problems 13 the Kron rmxed method desc rxbed m Chapter‘ " i




—{7‘IV oi' rei‘erence [7] it iu applicnbio in its orlginnl t’orm to network- containing

e ‘:nny combination ot‘ conatant inductnnccs. constant capncitances. conutant reoint-
:‘ancel. nnd constnnt frcqucney voltage nnd cur ront gone ratoru. | As external ~
"':porturbations or inputs, it is auumnd that between any pair oi‘ terminah there ; B
| ny be connected eithor a constant voitago source or a canatant current oourcc o |
i filflt {s assumed that ii the numbor oi‘ oxternai voltagc and curront sourceo il leu e
i f:than the number of nodo pairs oi the notwork the rcmaining node pairs are con-  ";‘ =
jvnected by voitmetera. A "voltmeter meuh" may be considered equivalent to a .
5 ':':"f‘;""if"."_conntant current genei‘ator ot‘ zero ampiitude. s - o
| lf our notwork ia to reprcaent a ayatem which has a transfer matrix oi '
i the type diacusoed In the previoua section, an’ outputs must be zero \vhen aii
: il,inputs (primary and sccondary) are zero. Fo: the netrwrovr)s,h}ihi_,s'QthiﬁP", }i? :

. . ‘/;;true only if no internai sources are present. O\ir'bniicfnzetwofrk thus containo"_'gv‘

""f,onlY impedances This condxtion does not exclude mutuai imPedance between el
E | 'branchcs. whethcr symmetric, asymmetric or uniiaterai
The network impedances are dcfmed in terms of the reiatton e= z(c.i)i

L where e and i are the compicx descripttons of a smusoxdal voitage and current

ot' frcquency w. This, however. is commonly recogmzed as bemg a special
-’f‘-f:"f:-fcasc of c(s) z(s)i(s) whcre the transform vanable 8 I.s replaced by Ju. We ‘ v
o can, therefore. interprct the 1mpedances as transfer functions, and at'ter soie- 3
"“;ing the network equations fmd the output currents. for exampie. for any arbi- R
‘ }“-/trary mput t'orm R | | - ”

The notatxon in the foiiowmg discussxon is in part That of referem:e [7]

}LQIf there are no mternai sources. the network obeys the m ‘trtx equatxon :

:‘:j”:rkfl(from reference [7] Eq 44 10) BT




var | v
o _"'-‘.'p - R
Z': C ZC an

Z ll the network impedance matrlx. ’C ls the transformatlon matrlx re-:f:_‘_ L

i:'latlng the branch currents to the mesh currents, C is the tranapote of C. El ll.

'the known voltage applled to the ith node palr. #Vj lo the unknown voltage appear-
ing acrou the jth node pair. *Jk ls the unknown current in the kth Maxwell melh,‘ ‘

“ "t ls the unknown current ln the external voltage generator. El and lj ls the |

‘ ’.*known cnrrent applied in the external cnrcult between the nodes ot' the jth palr

?*'Also the subscnpt M ia the number o( Maxwell meshes tn the ortglnal network
'f‘ V is the number ot‘ external voltage aourcea applled and P ls the number of node = o

L »‘T»‘,-:"pairs of the network (V < P ls requlred by Kirchoff'a laws )

In the above equattons the starred scalar quanttties are unknown, the A

~:matrxces Z and C. and bence Z',v are characteristtcs of the network the applted

: f‘voltages and currents E and IJ a.re known and the ftrst M elements of E' are
ze o ecause of the absence of mternal voltage sources

’*We can now assume that our mputs a.re among the applted external vart- SR

‘ ables Ex and IJ, and that our outputs are among the starred unknowns Smce Eq



SRR ‘ : , , n {'v,o‘ur‘oot‘putl can bo ‘nolvod
't';,}ffor ln torml of tho lnputo nnd .othor externally determined varlablol, but we do‘
; ‘:"‘t{r'»'t;not havo an oxpllclt tranofor matrlx. Aho, Eq.: 24 lnvolvoo a number o( molh
3 "curronts whlch nro complotoly lnto rnal ond thoroforo ot no lntorolt to ul in

L . ':doscriblng tho tronslcr chornctorlstlc of tho notwork- thoro may nlao bo a num- :

;bor o( nodo palro whorc no extornal connoction has been mado and the voltagai 'f S
""_'V:acrou thene aro of no lntorout. : : ; ‘ v . , oy -

’ | ; ln wrmng tho voctors E' ond j' obove. the voltages woro arbitrarny o

i ordered uo that known varlables appear ln a block and tho unknowno ln an "

adjacent block’ hOWevor, Eq. 24 holdo regardleu of whlch voltageo are known

G i{’_-r,_-'As long as P voltagos and curronta are givon (any numbor may be identically

: 7"“*,““"}:ero) the P + M unknown voltagca and currento may be tound LR
By partitioning tho Z' matrlx and tho voltage and curront voctoro. .-;Ad
,“.perlorming tho neceuary matrlx opcratlono (involving invcraions whlch are

~justified in reforence [7]). an oqnatlon of the following form can bo obtained.

NI . ‘E; -
B B I~ I R E N ERENE 1) B
LYe - L J e _

whero Q m a P x P matrix denved from Z' by partxtmn, appropnate ma.tnx

opcratxons on the submatnces. and reassembly

Equanon 26 represcnts the complete termmal solutlon ior thxs partlc- PEn

- ular choice o[ dependent and mdependent vanables If thzs choxce is altered»k‘




lf no connection ls to be mndo to a certain node pair (terminal) tho cor- S
‘ ';responding current is set equel to zaro, nnd tho corresponding voltage is omitted

| ’*as being oi no interest ‘rhiu eiiminates one row and one column trom the ma-" CEe

= trik Q This can be contlnued untii only the terminais in which we are lnterested
e ‘remain.; We now have a matrix equation oi' the i‘orm' : Sl L
: fwhere D is the vector oi all dependent variahles (primary and secondary outputs),"‘";j o
_and 1 is the vector of all independent varlables (primary and secondary inputs) '

E f_:and Q is the matrix Q with ali rows and columns not correspondlng to input or A
foutput terminala omitted o G o | |

We have now obtained a transfer function involving all terminal variables.

: for a linear electric network lf the equations governing a linear multivariahle a
"';system are put into this form, will this give us additionai information about its
T _behavior? Note that this forrn can be obtained only after lt has been declded
' fb_which variables are independent and which 3 are dependent The transfer matrix,k
: "{,r’"like the transfer functxon. remains unilateral ln the sense that the role ol‘ in- o

o "idependent and dependent variables cannot be interchanged thhout altermg the
_TI'transfer characteristic It ls, however bilateral in the sense that a giVen
_t_g_rg_i_n_a_l can simultaneously receive a signal and transmxt one - |
" d A Transfer Matrtx Representation of a Multwariable System SR

| Let us defme the vectors Here v1 s are tae dependent vartables ul ‘s."e R

e {a.re mdependent varxables, Yi s are true outputs x1 s are true mputs.“ z1 is the"

: ’=v_jsecondary output conjugate to (exxstmg at the same termmal as) X, i and w.

vv'hlthe secondary mput conJug ev to yl |




| Now an cquauon of the came form a- 27. but ducrlblng an n + m torminal“_- e
"'fmultivnlable oystem can be wrmen as | Sl S A

whera P ls the tranuler matrix analogous to Q’ and
) P! pll ...".c\opl(m‘bn) B

P(m+n)l p(m+n)(m+n) | » .‘ ,‘ .

" Now P may ‘be partitioned into

| P = %-’—g]where R

SfP1t o s Pip

mitcPmn| P m(n + l) * Pmn4m)]

‘v‘.< . "‘ ..v

[P s n'f'if Pemsimen]

TR S

b [Pemsnmey P tmmen |



?Then Eq. 29 i equl‘valcnt to the two equettone

Y=Ax+ BW o (30) i
za cx + DW PR "f'f ;f JEE S (31)

If we nuume that the tndependent ’vnriables wi conjugate to the outpute .

“_‘.-_;yl are all equal to zero, then Eq. 30 in reduced to Eq l But thle lo just what ‘;‘ '

T ‘i“"fis ordlnartly done in single -varlable theory. it the output le a posltlon. B"

‘T";known loadu attached to the output nha!‘t are connldered to be a part of the eys- S

' ':tem. and the externally applted torque at the outpvt shaft ie therefore auumed g )

'to be zero. The two independent varlablee ere thereby reduced to one. the ln- i
p Such a eystem ie therefore a epecial case of a multivariable eyetem which
‘hae tte secondary input cQual to zero ‘ | o | , o : SO
| . lf the network dcac ribed by the matrix P ie the entirev eyetem under con- -
':eideration. the secondary outpute :ti are of no intereat. and Eq. 3l can be ) v
’lgnored I!‘ however. we wieh to interconnect this network with another de- '
i vecrlbed by the matrix P'. N acquires a new importance Suppoee the input
ST ;eignal X) te to be obtained from the output yl of network P' It' xl and yl are 7‘ j L
' .'__'vvf'."both voltages. thts result can be obtained by connectmg terminal 1to terminal »
e l‘ Thts connectxon requtres at the same ttme that the two currente be equal

: or that z_l =w'l The corresponding block diagram e

CFigurels




L "'and that Eq.. 1 ts ““d

s e s et e o e

4_;;'_~"the renon why conventlonal transfer !unctlon blocks must be connscted through

- )}holatlng amplmers or. thelr OQulvalont lsolatlon means that s‘ . wi h :sro =

v_:._network. where lt is assumed that voltage El ls the lnput snd ths current !2 ls

the output. Eq. 29 csn be reduced to S

-,ence [8] shows that the p s are (with the proper change of slgns and subscripts)

v'-\’:“‘j:identical to the ordinary y parameters used to describe a two-port communl- ey
"'.cation network In fact the p's are the short-clrcuit dnving point and transfer

L admittanccs for the network If Il becomes the input and Bz ths output. the

’»‘v‘_‘,.resultmg p s will be the "z" parameters. or open circuit impedances Other

| choices of input and output variables wxll result in the g and "h" parameters
’.,j"";“:",gThe transfer matnx P is essentxally only a generalxzatxon of these circuxt |
. %parameters for multi-port networks (The "ABCD" or general circuit param- _"
| ‘tf*gf.‘cters whxch express EZ and IZ in terms of El and Il' while they are a per-:','[ L
»fectly accurate mathematxcal way of descnbxng a system, cannot be consxdered

;_v"_‘f_a specxal case of the P matrxx because the corrcspondmg equatxons xmply that thc .

Now. ‘even though only Yl -. e y are outputs of intsrost. -'l lnllusncss ':jr;"f'_i

nd'hence Yl md "l’ and Eq. 31 can no lonxsr be lgnored 'rhu ulustrsten

lt the P matrlx ls written for a slngte -lnput. stngh -output electriccl

y : 1 B pl lEl + p“_Ez , o T (32)
v. g = I = leE "‘ pZZEZ

A comparison of these equations wtth, for cxample, Eq 276 of refer- ,’ ) 1

- -’:two conjugate vartables at onc termmal are 'oemg consxdered sxmulta.neously

""':Thls example also serves to 111ustrate the fact tha.t a general n- port b).-

. ';':tf-lateral:" etwork can be represented by 2 dxfferent transfer matrxces, S R -




,f:"-?;depending upon ‘hc cho[co of dependent and lndopendent varlablel. :

'l‘he P matrlx "

therefore h determlnod not only by the physlcnl system, but aho by the way ln |

o whlch lt ls to be used

A Matrlx Deﬂnhlon for Output Intoractlon R

Slnce the outpuu yl have bcen comldered dependent varlables. we can- R

: “‘-"f:'not dhcuss extornal forclng of theso varlables without destroying the valldity of

the essentla!ly unllatural transfer rnatrix. Howwer, lf yi ls the posltlon of out- f,';: ‘; E

e ‘}put shaft b lf we apply enough torque to shaft l.we can produce whatever dlsturb- _ig- -

,'“"“ is d"““’d h‘ Yi 'l’hu effoct of a d&sturbance at output shaft | h really theﬁ_f" S

'effect of the secondary input conjugate to yi lf a slgnal wl does not affect Vj'

LR and a slgnal w'j does not affcct y‘. then the outpute yl and yj are non-lnteract- "

L lng (In the posmon oxample, if yi is obhged to take up a posltlon externany,gfi S

"",the torque wi neceseary to accomplish th\s does not disturb yj and vice versa )3}, :

’I‘he P-canonlcal structure of reference [2) is deflned as a eystem where

’cach output depends upon all inputs. but is not affected by disturbance to any

other output This condition is satrsfied if matrix B of the preceding sectlon B
is diagonal The matrix A wm be identxcal to the matrlx P of reference [Z]

In thc V canonical structure. every output interacts thh every other

el output In the matrrx representation B will have no non- zero terms This

‘ ..[condmon means that a dxsturbance apphed to. wi. the secondary input conjugate B o
to y - wnll alter the values of all other y s, as well as that of yi B |

The H canomcal structure is defmed in reference [4] for a system

havmg more outputs than mputs If m-n= 1, 1t is: assumed that yl ' Yi i FETA

: %are not affected by output dxsturbances. : but that y + 1 y are affected by

R "»'A'a dlSt ]

i{lowmg form :

bance m any output Thxs condttxon results 1n a B matrxx of the fol-




Pl‘n*l)o' ] "'s Y l;s sv'l‘s’. ."i. sis:u:“.’:.,,r.’o »

“ "”*»‘?';"'Q'PZ(n+1) PZ(n+z)°-v."'»-"""';' SRR Rt R
g P“n-’l)' .:e P‘(n+i)° [ Ok' 0 sve s ..’-.‘.”. 0

e k«p(i £ l)(n + l) v pu + ”(n “ ... 1) P(i + 1)(n + m)

Pm.’ . .s . ., ...“. s‘o;o ] s ‘s‘o‘- o:sk- pn(n+m)

Note that whlle the V-canonical structure is llmlted to systems having the same 2

T'number of outputs as lnputs. there is no reason to require the presence of zeroes

Jn matrix B. regardless of the relation between m and n. The P matrix always :

U ‘il"relates n + m dependent varlables to n + m lndependent variables. and it ls a.

N ;fmatter of physical and mathematical indifference whether n equals m | Com-

'vlpletely interrelated systems (those where a dlsturbance at any output terminal
' ‘is reﬂected in all outputs) can certainly extst, even though the number of out-  '
puts is greater than the number of inputs. . " _

In the case of the P canonical structure. the matrix B gives exactly the -

o ;-“same informatton as the assumptxon about structure. vxz » the outputs are ;

- ’;,bcompletely non- interrelated in the senee considered here

In the V canomcal structure the block dtagram does not gtve quantttattve e

mformatxon about the effect at Yi of a dtsturbance Yi If however. in the P L

: matrlx representatton we let a.ll independent variables (x's and w's) be zero :

except WJ' then ,i".. .", L




U ””7.»_.,}'”.'IYetem oniy ii ali independent variabiee can be eucceuively mAnipuiated and

& f 'outpute cannot be obeerved, the correeponding rowe may be omitted from the

o Therefore. the eifect on y‘ oi‘ A dieturbnnce et the jth te rminai 'vproduc- :'
:}V‘bh‘ﬂ an ‘-““P“t Yj h Yl = (P“ +j)/pj(n + ])) YJ o ~. Lo NREEE
C e i:_'rhe fact that both y‘ and’ yj are regarded ae the ei‘i‘ecte oi a eingie ceuie =

J does not aiter the conciulion that an output y‘ correupondn to l dieturbance

The P matrix can be compieteiy determined externaiiy i'or an unknown

ali dependent variabies eimuitaneoueiy obeerved However. the degree te

' 'which P muut be known depende upon the eppiication. ii‘ eome oi the eecondary

o _vP matrix. Similarly, if eome of the eecondary inputa are aiwaye zero in a

fgiven application. the correeponding columna may be omitted

| £, Bilaterai vereue Unilaterai Matrices

: In Section III c. it wae etated that i‘or an eiectric network the P rna- ‘ h

o trix can be derived i‘rom Kron'e yAl matrix, and in reference [7] it ie ehown

S 'that i‘or a network oi‘ the type coneidercd Eq 2 can aiwaye be noived .i'or the ‘

ﬁ,,unknown quantities. whichever they may be. This ie equivaient to eaying that

R ,whatever vanabies are teken to be inputs and outputs (subject to the constraint g

that the current and voitage at one node pair are not both inputs or outputs)

o »the correspondmg P matrix can be found

But the P matrix represents n + m equattons in Z(n + m) variables. if

"the specxftcatton of any n + m umquely determtnes the other n + m (and the e

: f:}.f.‘.’i.above statement implies that it does for electric networks or thetr analogs),

) i’:.‘,"‘then the equattons represented by P must hold regardless of which set of vana-'; i

k”"';”'v’_‘bles ts consndered to be unknown In other words to go from the 'P matrix : ;

representmg one set of tnputs to the P matrtx of any other set. it 13 only




i‘neceuary V.to?lolve the equatlono Ior the now unknownn., Thun,ulthough Eq. 29" i

: wnn wrltton under the nuumpuon that tho tormn of V were rosults (thnt h.

;dctormlncd by the lndopendent varlablei U and the lyncm oquatiom),lt con- o

S L lnues to be vnlld oven If some of thc u': bocome depondent. and somo of tho
-v'o !ndependent. l-‘or example. V - P llJ » | : : | - | .
| | ln a senae. 'then, ,unlen the oyotem rnpreuented by P cannot be nlmu-
“”’:lated by an electrlc network. the P matrlx deac riptlon lu bllateral - lts equa-
"j"‘._;tionu are valid regardless of the cholce ol input and output varlables. The A
e 'Vma:rnx. belng only a part of the P mamx, s hot bilateral y * AX lmplles f ‘»:’-‘/777 T
L thatwao, while X =  A'Y implios that Z = 0. Honce A' ts ot gonerally equal
N :l A l,‘ Ult h, at leaat in many easea. thls reason which cauues ulngle-var{a- Gt o
v~ blo tranafer functlons to be llmitcd to aignalo paulng in one dlrection. R
g State Vector Method Controllablllly and Observability - '  ‘
FE The P matrix, while providing information regarding output lnteraction, B
B ‘ nuffers from the same dlsadvantagea as the A matrix as far as inltlal conditions |
' . ~"'varc concerned The atate vector method ,on the other hand is p\rtlcularly o
{ o _Yisuxted to problcms involvmg initial conditions auch as those ariaing in optima.l e
% ",.,;j»control theory For txme-varying systems where Founer transform methods
’ o 1_‘*;-fatl and non- hnear systems where the supcrposmon prmcxple is invahdated 5

L _’j-:the de51gner ha.s recourse only to the state vcctors or dxfferential equatxon

-';g{method of representatxon

1
e

By deimxnon, when the system xs specnhed by equatxons of the form

y Cx+Du e

the system is assumed to be completely defmed by the f'n" 'state varxables

Thxs 1mphes that the des1gner has access to. all ‘po nts thhm the system or F




L :%:a priorl knowledgo of tho order of the uyatem lf ovvry _:tato of thc uyatom lu

»":*controllnblo then the stato vector can bo transferrcd from a glvon stote to any

g other doslred -tatc lt must bo romembercd that nny non- slngular llnoar tranu- : o
i _‘lormauon Z x px ylelds a dH‘foront but oquivalnnt sot ol‘ atato varlablon z‘ v

"”;‘-;%For tho tlme-lnvarlant suuauon :uch a translormauon does not aﬂ‘oct stablllty

| or controllabllity ol the systom. Whlle the state vector ropresontauon isa ’
' .émathematlcal model of lhe uyulcm which desc ribes lt complctoly lt Is not un!que o
‘-__xand the state varlablee and consequently the equauons themaelveu are chosen R
'.v;"'to nlmpllfy manipulations | e T
e Liko the A matrix. the state vector method is unldirectional ln charac-
x(:)=ox° + S v a(tv)atf) utr) d‘r e

o

et e -

X(t) mny bo detcrmmed from lhc lnitlal condmon X and the input U(t) to the
system Every state variable x‘ is a dependent variable and may be aﬁ'cctcd
v""only by changmg the mput U(t) chce output intcraction lnterproted as the
«;e[fcct of varymg one oulput on any other oulput cannot bo described using this e
j,rcpresentat:on On the othcr hand the homogeneous solutxon Jl x gives com-f‘ -
_"’plete mformauon regardmg tho ef[ect of an initial condmon of state variable SR

o x1 on the response oi the system in the absence of an mput U(t)

A smgle-varxable system whtch can be represented by an nth-order
o "-"dxfferentxal equauon ma.y also be expreqsed m state vector notatton in the form'
l is the output oi the system and x2 ’

p :ﬂ*x are 1ts (n - l) derwanves In the multxvanable case, ,the state vector X(t) L

.""‘«‘shown on thc followmg page. » whe re x

| ‘j;consxsts of n components of whxch only q are the actual outputs of the system_ e




-while (n - q) 3" seco

':.«tlons of tho derivativos ot' those outputs. Tho romalntnb ones neprescnt unob- :

" '-~j__>‘,lUnder zdro In!tial conditlons. the state vector represontatlon may be convermd

choice ot the secondary state variables

A contams no informataon about them The actual order of the system cannot

S ;".the transfer matrxx is used xt is tacntly assumed that unobservable and uncon- ’

B trollable state vanables are ummportant. Problems m whxch controllabxlxty

notatxon Tl

IV Corclusxon : v

.ystem The results can be summanzed in the followmg atatements

‘ary state variables. somo of whlch are annr comblna- s
servable state varlables whlch do not affect thc termlnal behavior of tho system. S

f'_lnto an (n x r) matrlx of transler functlons by the simple process of taklng trans- , e
'forms. Of ‘M'» 3 (q " ") submatrlx ts the samo as tho A matrix ol ghe Oystem.
) he" ‘h" 1"““” h 8pech‘£ed and the system has no unobservahle stato varlables. st

the? remslnlng (n - q) rows ol the (n x r) matrix are determined by the arbitrary

X E Ax ¢ Bn e L S
i "x‘_'_: o
X=(—= > A \\ B={ _}
- o N ,
: | -ag-ay === -a,;, | 0
*n| - ' — . S :
~ Y ' R

When the system has unobservable state var:ables the transfer matrix B

o ",’15~"”be redxcted usm transfer t’unctxon re resentatxon In other words. when"f‘f S
L P 8 __Z P

,}:and observabxhty do play an 1mportant part must be handled by the state vector,:_‘_ DR

he atm of the foregomg dxscussxon has been a clarxflcatxon of the L

hmltatlons and advantages ot’ vanous methods of descrxbmg a mult1var1able 7 CE




(l) Tht: "onvenliorul trnnsfnr m.urlx. or A matrlx, ».dcvsér'*'i‘bévé the S

" 5-*51wrm!nal brhzwior of a an.xr. ti—no invnriant systcm. !hla!dwcription ls

"'~".*v111d lor a gh-m uet of lnput and output var!ablc» 'I'h:- A m..\trix prov!dos
. no .nformdtior a.bout lhc rcspon-w ol’ thn Y ntcm whcn :m extc-rnﬂ slgna' is
’ "fapp!icd .;t mw ou!put It thqrvfm-e docs nol dvﬂno oulput ln!emrtiun Sm‘.c;

' ;'v'_ﬁfthc tr:msfnr funr iuns are ubml Nl by dropplng tcrms in the !r.msfotmcd

j_.:dlffa rrntial equalion nmtmnin,s lhn cf!ccl uf Inma! cor.dmonn.] propcrtias
" i{..j;-'nko cOrtro ﬂﬂmy A'ld obacrvxhiliw must bc Considcrcd .rre.w:mt for sya-‘ "J
‘flcf_n:'s ‘.""pt‘"ucx tod only by a lrarsfrr matrix. | | ) ‘
| Thv A matnx ia th\,s bnat auitcd to problnms h whlch thv str':!d,r .

| “'j'-':statr' brhwior or 'nrstnnt rnspnnw with zero inithl cord‘tmns is of pri- :

avy impo".a'..v.e‘,‘ .Ird whvrc n'\!y tcrminnl v..riablml are of ir.terc-ﬂ
(") T‘\n (hv’:nm of a ‘l{'ﬂc cp ca"rtcd b) a tr.)wfcr m.xt h: irto
‘,sirg'c-v; iu‘)lr subsystcms df'scnbcd by tr'ms!'hr furcuon-l r!ors rot prnnrlo.
N | o any ac.«ht:c-nl mfu:m)uu .ch,ut t.crmi al bchw:or :l_n»pa_r\n:ul:nr. output
| ‘1hlcr.a§tion c‘.'mr:m bc dv'fin'f-d by 'xhé:nns o‘f suc'h subdl"viq‘i’o‘n Ex.xr‘. )‘ as»in
: .fthe case o‘ n*ble v.;rhh‘e systems,vaXl confx@,ur.nmm .)f aubq ,'«ncms are

"1‘-cq\la¢1lg-*t mtthem.\tm 11 mudgl'; nf thc. phyaic.xl HY‘ih“ th¢ (‘hmc" o!’ a f' o 4

: a Lmu‘ar co h u..mon tlv onds 0‘1 fonvrr. onc" of m'm. uhuon
R

A sxm'!lr m»thod nt’ dr"i'\xng a mathcmahcal stru< tu-c is thr- -aolecuon

. o" a parn(u!ar -wt ot’ state varmb‘cs. an m!'mm. '\umb(-- o‘ state vcctor rcp-

'fresf-rt tto'm atf- possxble for any lmoar tlm»-mvanart sy 3tem .mr! thc

o ,;"‘ .ou ¢ of a“y onr- of th:,se 13 agam Y mattrr of co'wenwnc :

(3)9 Jb‘ems mvolvmg, sq,nal ﬂow in t.v:) dxrgcuon agiventer- oo

'_::m na.l can bo qmdmd by mpans of the P\:panded tranqt't,r ma kc'»':':'P matm\ e

= Thpis: matrn: whlle 1t shates the mablhty of the A matrlx to. take mto dccount D




tionu or non teolnted interconnectionu ot' eyatems are lmportant

(4) Of the methods conaldered ln thh report. the etate vector repre- R
'"'f_"j»lontatlon h the only way of deucriblng tlme-varylng or non-llnear multivaria- R

g wy';ble syntems. .tnce the frcquency domaln methods are no longer valld Thle RS

o _iapproach provides complete inl’ormation regarding the reoponse to an lnput

v__"_;__[vector U in the presence of lnitial condltione It ia moet eultahle for problems l o SR

L in which eyetem behavlor ls to be controlled directly in the time domain, ‘and ‘,l"fv_ff £

- in the area of optimal control The uee of digital computers [or obtainlng |
.approximate uolutlons makes this method especlany attractive However. ’i’
"._thls method cannot be used [or systemo wlth distrlbuted parameters because -

, -_-_:the number ot state variables becomee inl’mite

(5) The number of initial conditlone that have to bc speciﬁed to obtaln
a unique eolutlon depends on the order of the eystem, and is equal to the num- -

: ber of state variables When the system is described only by a transfer ma- '7 o

‘ ; trix. however. the order of the eyatem is not obvious Hence. in situations

'-"-A"":where every stnte of the’ system must be independently controlled only the S

""“"if"',"differcntial equntion representatxon should be used lt ia only in such sttuationsv_(:‘ R s

§ 'f",that controllabiltty and observabtlity are |mportant

non zero lnttial condittons. can be uletul !n situatiom where output tnterac-""f“'fﬂ. =
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